Parallel and Distributed Machine Learning

Parallel and Distributed
Learning

parallel machine learning
algorithms can be executed

simultaneously on several
computers or processors

Distributed machine learning is a

technique that splits the data and/or o Speed -> Parallel: Fast || Distributed: Scalable  POINT'S OF
the model across multiple machines o Scalability -> Limited || Extensible
/ ! COMPARE

or nodes, and coordinates the
communication and synchronization o Fault Tolerance -> Vulnerable || Robust

among them. o Communication -> Local || Networked

o Resource Utilization -> Localized || Distributed W
o Complexity -> Simple || Comprehensive

o Cost -> Affordable || Expensive
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(b) Model Parallelism
(a) Data Parallelism (a) Pipelined Asynchronous Execution [76]
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